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ABSTRACT: Color separation is an image processing technique that has often been used in forensic applications to differentiate among vari-
ant colors and to remove unwanted image interference. This process can reveal important information such as covered text or fingerprints in
forensic investigation procedures. However, several limitations prevent users from selecting the appropriate parameters pertaining to the desired
and undesired colors. This study proposes the hybridization of an interactive differential evolution (IDE) and a color separation technique that
no longer requires users to guess required control parameters. The IDE algorithm optimizes these parameters in an interactive manner by utiliz-
ing human visual judgment to uncover desired objects. A comprehensive experimental verification has been conducted on various sample test
images, including heavily obscured texts, texts with subtle color variations, and fingerprint smudges. The advantage of IDE is apparent as it
effectively optimizes the color separation parameters at a level indiscernible to the naked eyes.
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Many optimization methods to solve variant minimization and
maximization problems have been proposed. They can be cate-
gorized into two main groups, namely, mathematical (classical)
methods and metaheuristic methods. Regardless of the selected
optimization method, an objective function is needed to evaluate
the fitness value of candidate solutions during the searching pro-
cess. However, it is impossible or at least extremely complicated
to model many real-world problems with mathematical equa-
tions. In general, these problems are related to human percep-
tions and cognitions processes that cannot be defined by simple
mathematical equations.
Interactive evolutionary computation (IEC) combines a

human’s perceptual and cognitive capabilities with the power
of evolutionary computation (EC) to solve cognitive-based
optimization problems efficiently (1). In image processing
applications of IEC, the user helps to provide the fitness func-
tion of the image as the computer seeks to approach fitter
and fitter images based on user selection. Over the past few
years, IEC has been used to solve the problems of retriev-
ing images based on their properties, altering existing images
to improve them, and creating new images for various
applications.
Interactive evolutionary computation is a suitable solution to

image retrieval problems. In such problems, an image is required
to be retrieved from a large image database or another image.
IEC is suitable because it dynamically reflects the subjectivity of

the user, while considering possible changes in the user’s mind
(2). Moreover, IEC considers the fact that the user’s solution can
be diverse, fragmentary, and ambiguous.
Content-based image retrieval (CBIR) involves the finding of

images in large databases based on image properties, such as the
general color or emotion of the image. In CBIR, the computer
approaches a required picture when the user selects a group of
pictures that have a required parameter in common. An evolu-
tionary algorithm is used to find more pictures similar to the pic-
tures selected, by finding a parameter common to the selected
pictures, and looking for more pictures that share this parameter.
With multiple iterations of this process, the parameter in ques-
tion becomes increasingly clear, and a desired image will be
approached (3). Lai and Chen’s CBIR algorithm (4) uses param-
eters such as mean color and standard deviation to find similari-
ties between selected images. Sung-Bae and Joo-Young (5)
show, using statistics, that the wavelength function of an image
represents the general emotion of the image and then use this
concept to retrieve images from large databases based on their
emotions.
Interactive evolutionary computation has also been used in

problems where it is necessary to find the right combination of
facial features to construct a facial image. Sugimoto and Honda
(6) examined and implemented IEC in multiple ways to find a
facial image envisioned by the user and claimed that the “pick-
ing-some” method, a method according to which only some of
the faces provided by the computer are given a fitness value,
was most effective. Later, in (7), the convergence rate of the
algorithm was improved by introducing fuzzy logic. Such face
recognition algorithms have very important applications in foren-
sic science, especially as a criminal’s face can easily be drawn
by witnesses to a crime.
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Interactive evolutionary computation has also been used
to point out important features and gather qualitative and
quantitative data for large images. For instance, IEC has been
used to accurately outline leaves to gather information about
their shapes, growth rate, and colors (8). An IEC-based method
has also been used in a medical application, namely, improving
the fitting of an ellipse in an ultrasound image (9).
Images have many parameters associated with them, such as

brightness, contrast, and gamma. Minor changes in the parame-
ters of an image often result in a drastic improvement in the
quality of the image. However, the number of possible combina-
tions of parameter changes is extremely large. IEC can be very
helpful in finding a combination of parameter changes that opti-
mizes the quality of the image.
Interactive evolutionary computation has been applied to the

creation and improvement of filters that improve the quality of
images by various methods such as removing noise from
images and optimizing the image gamma. In earlier algorithms,
IEC was used to take user input to find appropriate parameters
for a denoising filter (10). Newer algorithms combine multiple
nonlinear filters, which take interactive evolutionary parameters
to denoise images (11). IEC has also been applied in image
processing to the optimization of gamma correction in images
(12). Here, the computer selects increasingly better parameters
for gamma correction based on the user input. Hayashida and
Takagi (13) have produced an algorithm that allows nonexperts
to create good filters. In their later research, Jaksa and Takagi
(14) tested different types of filters, and showed their effective-
ness. Jung, Lee and Cho (15) applied this concept to create a
simple program that allows users to improve the quality of pic-
tures taken on mobile devices by changing their parameters
using IEC. IEC has also proven effective in eye illusion
enhancement.
Interactive evolutionary computation has also been used to

improve photographs of faces. Arakawa and Nomoto (16) cre-
ated an algorithm that removes undesirable skin components,
such as wrinkles and spots, from images of human faces to
beautify the face. The parameters for the algorithm are selected
using IEC. The system is effective for some actual face
images. Arakawa and Nomoto’s algorithm is improved by
introducing new ways of improving the quality of facial
images, such as edge enhancement and contrast enhancement
(17).
Interactive evolutionary computation can greatly simplify the

procedure of creating images, and can provide images with a
quality better than envisioned. Kowaliw et al. (18) used IEC to
create aesthetically pleasing images based on artificial ecosys-
tems. The art system was further augmented using special mea-
sures to promote individual diversity through agent-based pixel-
level techniques. IEC has been used to simplify user interfaces
and make certain tasks feasible for nonspecialists, in many
application domains. The use of IEC in the making of terrains,
which feature prominently in many video games, allows one to
deal with up to 800 different parameters, and so helps a non-
specialist user to rapidly generate terrains (19). In another
application, IEC has been used to generate logos, allowing
business owners to create their own logos without knowledge
of any image processing software (20). Furthermore, IEC has
also simplified the coloring of 3D shapes (21), improved the
creation of visual illusions (22), and enabled the creation of
faces inside QR code (23). Without the application of IEC,
these problems are extremely time-consuming and can be
solved only by experts.

Image processing algorithms have been developed for the
extraction of important forensic information, such as text or fin-
gerprints, from crossed-over or smudged images (24). These
algorithms require user-selected image parameters. Because the
user or the image processing algorithm may not recognize the
best parameters individually, it is important to introduce IEC to
optimize the quality of the information obtained from the evi-
dence. In this research, we devise a procedure for the optimiza-
tion of the parameters of an image processing algorithm that
exploits to beneficial effect subjective judgments made by the
user.

Proposed Method

Color separation and interactive differential evolution (IDE)
are the two techniques utilized in this paper.

Color Separation

Sometimes valuable information is accidently or deliberately
smudged or hidden. A simple example is when someone
crosses out a piece of text with a pen to hide it. Although it
is very difficult or impossible to decipher text that has been
hidden by destructive means, such as burning of a document,
deciphering text that has been hidden by nondestructive means,
such as smudging with ink of a different color, is more feasi-
ble. In the cases of crossing out and smudging, in principle,
so long as there is a difference between the color of the origi-
nal text and the color of the smudges or occluding marks,
even if this difference is undetectable by the naked eye, a
technique known as color separation should be able to distin-
guish and separate the hidden text and occluding smudges or
marks.
Color separation (24) is an algorithm that accepts a digital

image as input, and outputs a resultant image, ideally with only
the desired color that corresponds to the original text. The algo-
rithm requires the specification of three parameters: desired
color, undesired color, and background (or paper) color. It then
performs operations on single pixels, breaking down each pixel
into three components: Red (R), Green (G), and Blue (B). The
algebra underlying color separation is somewhat complicated.
However, the basic concept is simple. If we use c~ to denote the
true color of a pixel in RGB, and u~, d~, n~ and p~ to represent unit
vectors of the undesired, desired, normal, and paper colors,
respectively, then:

c~¼ u � u~þ d � d~þ n � n~þ p~

Subtracting the undesired color from c~ potentially leads to
a new color c~0 that is stripped of the undesired color such
that:

c~0 ¼ d � d~þ n � n~þ p~

Solving the above equation produces the following results
(24):

c~¼Mc~þðd3n2p1�d2n3p1�d3n1p2þd1n3p2þd2n1p3�d1n2p3Þu~
ðd3n2u1�d2n3u1�d3n1u2þd1n3u2þd2n1u3�d1n2u3Þ
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Where

n~¼
d3p2 � d2p3 � d3u2 þ p3u2 þ d2u3 � p2u3
d1p3 � d3p1 þ d3u1 � p3u1 � d1u3 þ p1u3
d2b1 � d1b2 � d2u1 þ b2u1 þ d1u2 � b1u2

0
@

1
A

and

This process is applied to each pixel of the input image,
resulting in an image that contains only the desired text on the
background.

Interactive Differential Evolution

Some models may be optimized using objective criteria, others
using subjective criteria. While a single objective criterion can
often be represented by a single function, multiple, complex, or
subjective criteria are difficult to represent in mathematical
terms. Without an established function, a computer cannot by
itself fully optimize a model. In such cases, human subjectivity
is required.
The interactive evolutionary optimization method chosen for

use in our technique is known as IDE (25). IDE is a user-inter-
active and user-selective technique that produces different vari-
ants of a given individual, and converges the population,
generation after generation, to an individual ideal in the mind of
the user. User selection drives the evolution of the population.
Figure 1 highlights some of the key steps involved in a single
iteration of IDE.
Initialization is the first step in IDE. It randomly creates a

specific number of individuals in the parent population, each
associated with a certain number of parameters. In general, the
user specifies the number of individuals and the range of allow-
able values for the parameters. These random individuals com-
prise the first generation (parent population) for the first iteration
of IDE. Mutation is the second major step in IDE. Three individ-
uals from the parent population are chosen randomly and are
combined using the following formula to create a noisy or donor
vector:

Donor vector ¼ pm3 þ Fðpm1 � pm2Þ

Here, F is the mutation constant (set to 0.5), and pm1, pm2,
and pm3 are the parameters of the three randomly chosen indi-
viduals. In the third step of IDE, crossover occurs between the
donor vector and the target vector to produce a trial vector. The
target vector is identical to an individual from the parent popula-
tion from which a corresponding offspring is being produced.
The last step of IDE is user-based selection, in which the user
examines the target vector and trial vector, and simply chooses
the one that is closer to the ideal individual in his or her mind.
This selected individual enters the offspring population.
The initialization step occurs only once in IDE, whereas the

last three steps, which comprise a single iteration of IDE, are
repeated while there are individuals present in the current parent

population, with the target vector being set to the next individual
during each iteration. Consequently, each offspring population
contains the same number of individuals as the corresponding
parent population. Once all the individuals of the parent popula-
tion have been processed, the parent population is replaced with
the newly produced offspring population. The iterative process-
ing continues until the user stops it once a satisfactory individual
has been produced. It is important to mention that, although the
first step of IDE creates random individuals, the process as a

whole is by no means random. The entire point of IDE is to
have a population converge as closely as possible to an individ-
ual that is ideal in the mind of the user.
Sequential Differential Evolution: The process mentioned

above is that of linear differential evolution (DE), otherwise
known as two-array DE. In linear DE, two arrays are used
simultaneously, one for the parent population and the other for
the offspring population. There is another technique, however,

FIG. 1––An iteration of interactive differential evolution.

M ¼
d2n1u3 � d1n2u3 � d3n1u2 þ d1n3u2 ðd3n1 � d1n3Þu1 ðd1n2 � d2n1Þu1

ðd2n3 � d3n2Þu2 d2n1u3 � d1n2u3 þ d3n2u1 � d2n3u1 ðd1n2 � d2n1Þu2
ðd2n3 � d3n2Þu3 ðd3n1 � d1n3Þu3 d3n2u1 � d2n3u1 � d3n1u2 þ d1n3u2
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known as sequential DE or one-array DE (26), that uses only one
array. Sequential DE is much more efficient when it comes to
speed of convergence and the use of computer resources. The
fundamental steps of sequential DE are the same as the linear
DE, except for the important fact that in sequential DE only one
array is used. The need to keep track of the offspring population
is eliminated by replacing the parent member by the offspring
member on the fly. In other words, as soon as an offspring is pro-
duced, it replaces the parent from which it was derived, as
opposed to filling a separate array with offspring and then replac-
ing the entire parent array with the offspring array in another step.
It is clear that sequential DE saves computer memory by reducing
the number of stored individuals by half. Furthermore, it also pro-
vides the important advantage of fast convergence. In the second
step, when a parent member is mutated, three other members are
randomly chosen from the same array. In linear DE, these three
members are always from the parent population. However, in
sequential DE, these members may have been selected by the user
and re-entered into the array. These already “selected” members
are better candidates for further mutations because they are better
optimized than their corresponding parents. Thus, sequential DE
speeds up the overall convergence of the population.

Application

Not only are color separation and IDE powerful algorithms
individually, they also complement each other well. In our
experiment, multiple test samples were created using various
kinds of pens and inks. In addition, multiple methods were used
to cover or smudge texts and fingerprints to simulate real scenar-
ios. These samples were then scanned at high resolution to cre-
ate a digital image. Matlab, which is a numerical computing
software package, was deployed to combine color separation and
IDE. Figure 2 shows an example of an interface created using
Matlab, in which the user is prompted to make a selection
between two images.
Color separation required a total of nine parameters to process

an image: three components (RGB) of the three colors (desired,
undesired, and paper color). However, to simplify the experi-
ment, the background or paper color was always chosen to be
white; that is, the default value of the background was set to
[255, 255, 255], which corresponds to white in the RGB color
scheme. This simplification is reasonable, because the paper
color is usually constant and known in most cases. This simplifi-
cation reduced the total number of required parameters for color
separation to six. Thus, the purpose of IDE was to optimize
these six unknown parameters.
Color separation and IDE worked concurrently. As mentioned

above, the first step of IDE was to initialize a population. In the

initialization stage, IDE assigned a random value to each of the
six parameters. The members of the newly created parent popu-
lation were then passed onto color separation, one by one.
Figure 3 shows an example of a population initialized by IDE,
processed by color separation, and displayed by an interface
in Matlab. The next three steps—mutation, crossover, and selec-
tion—occurred for all members of the parent population. As seen
in Fig. 2, a track of generation and member number was dis-
played in the interface, and a means of saving the best member
observed was also implemented. Once all the members in the
parent population had been processed, the offspring population
became the parent population of the next generation. This time
around, with the exception of the initialization step, all of the
steps of IDE were performed again for all of the new members.
This process continued until the user observed a satisfactory
image, and saved this image as the final result.

Discussion

Text or fingerprints can be covered or smudged in numerous
ways. For that reason, several types of inks were used in this
experiment to simulate real scenarios. In particular, ballpoint
pens, felt-point pens, and water-based inks were used. The ulti-
mate purpose was to optimize the color parameters of desired
and undesired colors against a set background.
Figure 4 illustrates a sample processed using color separation

and compares the results obtained using color separation individ-
ually versus using color separation in combination with IDE.
Although both techniques produced readable images in this case,

FIG. 2––User selection interface in Matlab.

FIG. 3––Parent population initialized by interactive differential evolution.

FIG. 4––(A and C) Images produced by color separation alone. (B)
Images produced using a combination of color separation and interactive
differential evolution. (Insets D and E) Close-up views of areas where the
differences are apparent.
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the example does highlight the advantage of using IDE. The
image produced using color separation alone exhibited some loss
of color of the original text. On the other hand, the combination
of color separation and IDE resulted in a richer and a complete
image. The insets in Fig. 4 further illustrate the improvements. It
is therefore clear that choosing the original desired and undesired
colors does not always yield the best results.
While the undesired color in most instances is easy to spot, the

desired color may not always be so obvious. This can happen if
the desired color is covered entirely with the undesired color, or
if the difference between the desired and undesired colors is not

detectable by the naked eye. Figures 5 and 6 illustrate some
examples of such cases, and their corresponding desired and
undesired colors. In Fig. 5B, green ink is completely obscured by
the blue ink, and so it is virtually impossible to discern the two
colors without any aid. Consequently, it becomes difficult to
choose an appropriate color for the desired color parameter of
color separation. In contrast, with the aid of IDE, a user can con-
verge to optimized values of the desired color parameters.
On the other hand, Fig. 6C shows a sample that was created

using two different pens of the same color—blue. Because the
pens were different, their ink makeup played a role in producing

FIG. 5––(A) Sample created with a green gel pen covered by a blue ball-
point pen. (B) Inset of an area where it is difficult to spot the desired color.

FIG. 6––(A) Sample created with two blue pens. (B, C) The difference
between the two colors is difficult to detect.

FIG. 7––Blown-up image of a line. At least three different colors could be
chosen to represent this line.

FIG. 8––(A–F) Samples (top-right of each box) and their corresponding
resultant images using color separation alone (bottom-left) and color separa-
tion and interactive differential evolution in combination (bottom-right).
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different shades of blue. Such small variations cannot be
detected by an unaided eye, even if zoomed, as shown in
Fig. 6B. Again, IDE could be utilized to optimize both the
desired and the undesired colors.
In addition to the difficulties mentioned above, there is one

more factor that makes choosing a desired or an undesired color
challenging. Figure 7 shows a blown-up image of a single line
that may be of interest to a user. As illustrated, there is no way to
simply choose the average color of the line. The pixelated view
shows that there are several different shades along the length of a
line. Choosing different colors will yield different results.
In this experiment, the algorithm combining color separation

and IDE was applied to a set of samples. Figure 8 shows the
results achieved by this combined algorithm, and the results
achieved using color separation alone. With color separation
alone, it is assumed that the desired and undesired colors were
already known, although, as mentioned above, they are mostly
unknown and often difficult to spot. It is clear from this illustra-
tion that IDE complements color separation well.

The power of IDE lies in the random initialization of the par-
ent population and slow convergence to an optimized member.
Figure 9 shows an example of a sample image that was initial-
ized using IDE. It also shows the offspring population ten gener-
ations later, evolved and selectively chosen by a user. This
example illustrates how the initial population is far from being
optimized. In fact, none of the images in the initial population
are readable. However, as IDE operates, the process of mutation
generates further variations in the population, and genetic cross-
over converges the population toward an optimized member.
Moreover, as the user observes more and more images, the better
ones are selected and passed onto the offspring population.

Conclusion

The algorithm combining color separation and IDE is an
effective method, making it specifically useful for forensic image
processing. The results shown in Figs 8 and 9 were produced in
less than ten generations, and were richer than their counterparts.
Thus, a similar method could be used in a crime scene investiga-
tion where someone might have tried to cover-up a phone num-
ber, address, or other important information that could serve as
evidence or lead to useful links in the investigation.
Despite the many advantages mentioned above, the algorithm

combining color separation and IDE is limited by a number of
factors. For instance, if the color of the background is not white,
then three additional parameters must be added to IDE—the
RGB components of the paper color. This would require more
computation time, as a larger population size and more genera-
tions will be needed to reach an optimized image. User fatigue
is an intrinsic limitation of IEC and it increases with time. Other
factors that may render an approach based on the combination
of color separation and IDE useless or impractical are the back-
ground color being multicolored, or the undesired color being
not sufficiently translucent to let some shades of the desired
color pass through. External factors, such as the scanned quality
and resolution also influence the final results.
In summary, the key advantages of the algorithm combining

color separation and IDE are:
• Accuracy: Optimized combinations of desired and undesired

colors are found.
• Extendibility: Indiscernible colors to the naked eye become

discernible to the computer.
• Simplicity: There is no need to guess or choose desired and

undesired colors.
• Speed: There is quick convergence in a large data space of

RGB.
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